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In this paper, several constructive linear and nonlinear anti-windup techniques are presented and explained. Two approaches, namely direct linear anti-windup (DLAW) and model recovery anti-windup (MRAW), are described in an algorithmic way, in order to illustrate their main features. Hereafter, theoretical conditions ensuring stability and performance, their applicability, their accompanying guarantees, and their merits and deficiencies are given. The possible extensions to less standard problem settings are also briefly discussed.
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1. Introduction

Actuator saturation occurs when a controller demands a signal which is larger than the actuator is capable of delivering. In most cases, industrial control systems are designed by making the actuators large enough so that, during operation, the input effort commanded by the control law is well below the saturation levels. However this paradigm can, at times, be excessive in terms of costs and/or performance requirements. For example, in aerospace applications oversized actuators lead to increases in aircraft mass and therefore fuel costs. Similarly, in power systems small increases in performance can lead to huge advantages in efficiency and associated costs. Many other examples could be cited. In general, any high-tech application can potentially benefit from accounting for the saturation effects and exploiting the full power available in the actuators, rather than oversizing them, with the evident arising conservatism (see [82] for an overview of relevant applications illustrating these aspects).

Historically, the industrial world started to face input saturation problems as early as the 1940s and it can probably be claimed that saturation effects were among the main phenomena inspiring the absolute stability literature. The need of techniques to deal with input saturations was already pointed out when control systems consisted of analog controllers [68]. In particular, [68] noted that it was unreasonable to sacrifice the small signal behavior of the control system in order to guarantee a suitable large signal behavior. Instead, a control system should be able to preserve any desirable small signal behavior, while also being able to resolve large signal issues arising from saturation. This type of observation was intimately connected with the fact that saturation is a strongly nonlinear phenomenon and that nonlinear techniques should be used to study it.

Some years later, when digital control systems became popular, researchers started looking for systematic solutions to the so-called “windup” problem, namely the performance, or even stability, loss.
experienced in some control systems after the saturation limits were reached by the actuators (see [17] for an early paper on this topic). While “windup” denoted the saturation-induced malfunctioning of the control system, “anti-windup” was the natural label for any controller augmentation strategy aimed at mitigating as much as possible the undesirable “windup” effects.

After the first properly documented anti-windup methodology proposed in [17], various works on intelligent integrators [64] and later the celebrated conditioning technique of Hanus et al. [48, 49, 111] emerged. This early literature heralded the beginnings of more formal studies of the saturation problem but, at this point, most papers still focused on developing ad hoc techniques which seemed to overcome certain practical problems, but provided no guarantees. Hence, roughly speaking anti-windup solutions were initially “tricks” and “fixes” typically proposed by industrial engineers, and aimed at particular applications, but perhaps with claims of being applicable to larger classes of systems. Until the 1980s, there were few approaches available to address saturation problems, and most of these lacked formal stability guarantees. This fact was pointed out at the 1987 American Control Conference (ACC) by Doyle and co-authors [15] and after this several academics started to look into the problem with more formality and detail (several papers were presented on this topic at ACC 1989). In particular, the 1990s saw researchers tackling the anti-windup problem from a constrained stabilization perspective and, by the end of the millennium, several constructive techniques with formal stability guarantees had been derived. Following on from this, techniques with optimal performance properties began to be published. These last results, which have been all produced in the past decade, are regarded here as “modern anti-windup approaches” and are the subject of this tutorial paper.

The purpose of this tutorial paper is to provide a fairly complete overview of the constructive anti-windup design algorithms that have been made available in the last decade. With this aim, we will guide the reader in the extensive literature aiming at clarifying what we believe the most interesting and relevant features of the various approaches. Moreover, we will present representative approaches in an algorithmic way, illustrating their suitability to addressing the different windup problems. Because of this, we shall not overview all the extensive literature on anti-windup designs (see, [101] for a survey of the area). All the results will be presented in continuous time, even though for most of them a discrete-time counterpart can be found too and we will comment on this, whenever relevant, throughout.

It should be recognized that several “modern” approaches will not be covered here. For example, we will focus on design techniques that lead to unified formulations for SISO and MIMO systems, while we will disregard results specifically tailored for SISO systems (even though these often can be extended to MIMO systems). Among these solutions that we shall not cover, several results can be found in the recent monographs [30, 53]. Moreover, modern anti-windup solutions have been also proposed in the context of the so-called “reference (or command, or error) governor” (see, [1, 29]) and references therein). These techniques actually correspond to a different viewpoint on the anti-windup problem and will not be treated here, even though they have been shown to be very effective in several important applications.

The paper is organized as follows. In Section 2 we discuss the fundamental issues in anti-windup design. We emphasize here what types of solutions are considered attractive and summarize the key peculiarities of their algorithms. Sections 3 and 4 contain all the necessary descriptions of the two fundamental architectures illustrated in this tutorial, with details about the construction of the most relevant anti-windup design algorithms, together with indications of possible extensions to less standard problem settings.

Notation: For any vector $x \in \mathbb{R}^n, x \geq 0$ means that all the components of $x$, denoted $x_{(i)}$, are nonnegative. For two vectors $x, y$ of $\mathbb{R}^n$, the notation $x \succeq y$ means that $x_{(i)} - y_{(i)} \geq 0, \forall i = 1, \ldots, n$. The elements of a matrix $A \in \mathbb{R}^{m \times n}$ are denoted by $A_{(i,l)}$, $i = 1, \ldots, m, l = 1, \ldots, n$. $A_{(i)}$ denotes the $i$th row of matrix $A$. For two symmetric matrices, $A$ and $B$, $A \succ B$ means that $A - B$ is positive definite. $A'$ denotes the transpose of $A$. $\text{diag}(x)$ denotes a diagonal matrix obtained from vector $x$. When no confusion is possible, $I$ denotes the identity matrix of appropriate dimensions. $\text{Co}\{\}$ denotes a convex hull. $\text{He}\{A\} = A + A'$.

2. The Anti-windup Problem

2.1. Anti-windup in a Nutshell

The word “windup” is motivated by the fact that many early (analog) control systems used PID-based controllers. In these controllers the negative effects of saturation were often experienced by seeing the state associated with the integral action ramping up to very large values and then inducing large (sometimes diverging) oscillations in the closed-loop. Clearly, for the more complicated modern multivariable controllers, this winding up phenomenon is not as simple, but the word “windup” still represents the fact that a
controller designed ignoring saturation can often become confused about the unexpected saturated plant response and induce closed-loop performance (and possibly stability) loss.

Windup has been always regarded from the industrialists’ perspective as a problem associated with performance deterioration after saturation has occurred. This hiddenly conveys the fact that whenever saturation does not occur, the underlying controller (which we will call the “unconstrained controller” in this paper) induces the most desirable (often linear) performance on the closed-loop. Due to this fact, the anti-windup goal is always stated in terms of deviation from what the response would have been if saturation had not been present. That ideal response is called the “unconstrained response” throughout this paper. Then, qualitatively, the goals of anti-windup augmentation are that for any selection of the initial conditions and of the external signals acting on the closed-loop (references, disturbances) the following holds:

1. (Small signal preservation) if the unconstrained response is associated with a controller output (≡ plant input) that does not exceed the saturation levels, then the response with anti-windup augmentation (that we will call “anti-windup response” hereafter) coincides with the unconstrained response;
2. (Large signal recovery) in all other cases, the anti-windup response is as close as possible to the unconstrained response.

Clearly, item 2 above is qualitative. Mathematically what can be proven is global or nonglobal asymptotic (or even exponential) stability, as well as guaranteed performance measures that can be of various kinds. These measures of performance can be sometimes optimized and may apply to the whole state space or just to a subset of the state space. Several of these issues are discussed below in Section 2.3.

2.2. Basic Anti-windup Architecture

Item 1 in the previous section clearly hinges upon the property that the closed-loop without saturation is well behaved. In particular, in anti-windup design it is always assumed that the unconstrained controller guarantees closed-loop asymptotic stability in the absence of saturation. If this property was not satisfied, then satisfying item 1 above would prevent from obtaining closed-loop asymptotic stability of the anti-windup closed-loop system.

As the saturation acts like the identity operator for small enough signals, it is clear that for the (nonlinear) closed-loop with saturation local asymptotic stability is automatically guaranteed because of item 1. Therefore, one could think about the saturation effects and the arising anti-windup correction actions as some sort of incremental action as compared to the non-saturated behavior. This observation motivates a well established architecture for anti-windup shown in Fig. 1, where the linear closed-loop is “disturbed” by the dead-zone signal corresponding to $\text{dz}(y_c) := \text{sat}(y_c) - y_c$ and where this same signal is exploited to activate the anti-windup filter action whenever necessary (namely whenever the saturation limits are exceeded or, equivalently, whenever the dead-zone function becomes different from zero).

The architecture of Fig. 1 is especially useful because (1) it allows isolation of the signals causing the undesired mismatch between the responses of the unconstrained closed-loop and of the actual closed-loop with saturation; (2) it allows the automatic satisfaction of the small signal preservation requirement of item 1 (as long as the initial condition of the anti-windup compensator is zero) because, whenever saturation is not activated, the anti-windup compensator input will stay at zero. It is also worth noticing that local asymptotic stability of the scheme in Fig. 1 certainly implies local asymptotic stability of the anti-windup compensator. Indeed the compensator is driven by zero input for small signals and closed-loop stability could not possibly hold if the anti-windup compensator was not asymptotically stable itself.

In Fig. 1, each block (controller, plant, anti-windup compensator) can be either linear or nonlinear, thus leading to different anti-windup problem formulations. However, most of the anti-windup literature deals with linear plants (before saturation) which highly simplifies the design problem. As for the unconstrained controller, it is typically assumed that it is linear too, but we will emphasize later that several of the approaches summarized here allow for nonlinear

---

1 It should be emphasized that some anti-windup schemes do not fall into the general structure of Figure 1. In particular, the MPC-based discrete-time schemes named “reference (or command, or error) governors” (see [1, 29] and references therein) follow a different design paradigm that we don’t cover in this paper.
controllers as well, with very mild assumptions on their properties. Finally, the main distinction that will be made here is whether the anti-windup compensator block is linear or not. In particular, we will talk about direct linear anti-windup compensators when the dynamics driven by the dead-zone function are linear and we will talk about fully nonlinear or simply non-linear anti-windup in all other cases. It has been emphasized already many years ago (see, e.g., [103]) that saturation effects are highly nonlinear and often require nonlinear compensation to achieve satisfactory performance (or even just stability – see the next section). Due to this fact, it is important to study and provide fully nonlinear constructive anti-windup schemes. Nevertheless, linear schemes are normally easier to implement and computationally simpler; hence they are often preferred to nonlinear solutions. Anti-windup design then becomes often a trade-off between computational complexity and stability/performance guarantees.

2.3. Intrinsic Limitations Arising in AW

Following the two qualitative statements at the end of Section 2.1, anti-windup can be seen as a bounded stabilization problem with extra constraints on the small- and medium-signal behavior. Therefore, it is relevant to summarize here what the intrinsic limitations of bounded stabilization are in order to clarify what are reasonable anti-windup design goals.

Over two decades ago, it had been proven in [92] that a linear system could only be globally exponentially stabilized by a bounded input if it was exponentially stable itself (see also [65]). The other important results established in [65, 92] were that (1) if the plant is not exponentially unstable (namely it only has poles in the closed left half plane) then it can be globally asymptotically (not necessarily exponentially) stabilized by a bounded input; (2) if the plant is exponentially unstable, then the null controllability region is bounded and global results cannot be achieved. Moreover, the null controllability region is unbounded along the eigenspaces corresponding to eigenvalues with nonpositive real part and is bounded along the remaining ones. Another relevant result was that of [19] where it was shown that no saturated linear controller can achieve global asymptotic stability for the triple integrator: this reveals the need for nonlinear control solutions when dealing with saturated plants (especially global properties are sought).

The general results on intrinsic limitations for saturated systems correspond to the mathematical formalization of reasonable intuition arising when looking at bounded stabilization: saturation can be well thought of as \( \text{sat}(y_c) = g_E(y_c)y_c \), where \( g_E(\cdot) \in (0, 1) \) is an equivalent gain that becomes smaller and smaller as \( y_c \) grows large. Then the large signal behavior of a bounded control system can be associated with an equivalent gain which is arbitrarily close to zero, namely the best that one can obtain globally corresponds to the properties of the system with zero control input. This explains why global exponential stability cannot be achieved unless the plant is already exponentially stable. The key to successful saturated control then becomes the use of one or both of the following two approaches:

1. Seek nonglobal results that will not need to comply with the intrinsic limitations listed above so that good performance can be achieved for reasonably sized signals; we will denote by “regional” any approach that can guarantee stability and/or performance in a guaranteed non-trivial region of the closed-loop signals (keep in mind that local results are always achieved, even by no anti-windup, as noted in Section 2.2)
2. Adopt nonlinear solutions where the control gains are larger for small signals and smaller for large signals. The arising control systems are far from being linear and are tailored on the specific peculiarities of saturation (small equivalent gain for large signals and large equivalent gain for small signals).

The observations above clarify how crucial certain aspects are when seeking anti-windup solutions. In particular, it should be recognized that not all solutions will work for all types of plants because the above limitations provide the following constraints:

1. global exponential stability will only be achievable with exponentially stable plants;
2. global asymptotic stability will only be achievable with non-exponentially unstable plants;
3. regional asymptotic stability is achievable with any type of plant but then large operating regions become most desirable.

The three items represent a very natural classification among the several constructive anti-windup recipes illustrated in this paper. This classification, which is in terms of the achievable closed-loop properties, could be similarly stated in terms of the type of plant under consideration, namely:

1. with exponentially stable plants all the provided algorithms will be applicable;
2. with marginally stable/unstable plants, only the algorithms providing global asymptotic stability
or regional exponential stability will be applicable; here it will be in general necessary that the algorithm be nonlinear to achieve global results; (3) with exponentially unstable plants only algorithms yielding regional guarantees will be applicable.

The above classification of the proposed algorithms will be used in the overview that we will present in the next Section 2.5.

2.4. Two Approaches to Modern Anti-windup

While Fig. 1 represents the direct approach to anti-windup design, a further classification should be made between two families of anti-windup compensation which most of the modern constructive anti-windup techniques fall into. It will be useful to introduce some notation for the block diagrams in Fig. 1 in order to introduce these two families of solutions. Consider the following state-space representation for the continuous-time linear plant in the figure (for simplicity, the time dependence in the vector will be omitted):

\[
\begin{align*}
\dot{x}_p &= A_p x_p + B_p u + B_p w \\
y_p &= C_p x_p + D_p u + D_p w \\
z &= C x_p + D_{zw} u + D_{zw} w
\end{align*}
\]

where \( x_p \in \mathbb{R}^n \), \( u \in \mathbb{R}^m \), \( w \in \mathbb{R}^p \) and \( y_p \in \mathbb{R}^q \) are the state, the input, the exogenous input and the measured output vectors of the plant, respectively. \( z \in \mathbb{R}^r \) is the regulated output vector used for performance purposes. Matrices \( A_p, B_p, C_p, D_p, D_{zw} \) and \( D_{zw} \) are real constant matrices of appropriate dimensions. Pairs \( (A_p, B_p) \) and \( (C_p, A_p) \) are assumed to be controllable and observable, respectively.

Considering the plant (1), we assume that an \( n \)th-order dynamic output stabilizing compensator

\[
\begin{align*}
\dot{x}_c &= A_c x_c + B_c u_c + B_{cw} w + v_x \\
y_c &= C_c x_c + D_c u_c + D_{cw} w + v_y
\end{align*}
\]

(where \( x_c \in \mathbb{R}^{n_c} \) is the controller state, \( u_c \in \mathbb{R}^p \) is the controller input, \( y_c \in \mathbb{R}^{n_c} \) is the controller output and \( v_x, v_y \) are extra inputs used for anti-windup purposes, specified later) has been designed in order to guarantee some performance requirements and the stability of the closed-loop system in the absence of control saturation, that is when the following unconstrained interconnection is used:

\[
u = y_c, \quad u_c = y_p, \quad v_x = 0, \quad v_y = 0.
\]

**Remark 1:** The closed-loop (1), (2), (3) is assumed to be well-posed. Therefore, it is evidently necessary that the matrix \( \Delta := I_m - D_{pw}D_p \) and the matrix \( I_p - D_{pw}D_p \) are both nonsingular. Moreover, the unconstrained closed-loop dynamic matrix

\[
\Phi = \begin{bmatrix}
A_p + B_{pw}\Delta^{-1}D_c C_p & B_{pw}\Delta^{-1}C_c \\
C_c(I_p + D_{pw}\Delta^{-1}D_c)C_p & A_c + B_c D_{pw}\Delta^{-1}C_c
\end{bmatrix}
\]

is necessarily Hurwitz, i.e., in the absence of control bounds, the closed-loop system would be globally exponentially stable.

Suppose now that the input vector \( u \) is subject to symmetric magnitude limitations as follows:

\[
-u_0(i) \leq u(i) \leq u_0(i), \quad u_0(i) > 0, \quad i = 1, \ldots, m
\]

As a consequence of the control bounds, the actual control signal to be injected into the system is a saturated one, that is, there is an input nonlinearity before the input variable \( u \) which is defined as \( u = \text{sat}_{u_0}(y_c) \), where each component of the saturation function \( \text{sat}_{u_0}(\cdot) \) is classically defined for each \( i = 1, \ldots, m \) by:

\[
\text{sat}_{u_0}(y_c(i)) = \text{sign}(y_c(i)) \min(|y_c(i)|, u_0(i)).
\]

Within this setting, it is now possible to introduce the two main architectures for anti-windup design. The first one, somewhat natural, is called DLAW and will be addressed in detail in Section 3. The second one, called MRAW will be addressed in detail in Section 4.

DLAW corresponds to selecting the anti-windup filter in Fig. 1 as a linear filter which produces the signals \( v_x \) and \( v_y \) as an output.

\[
\begin{align*}
\dot{x}_{aw} &= A_{aw} x_{aw} + B_{aw} (\text{sat}_{u_0}(y_c) - y_c) \\
y_x &= C_{aw} x_{aw} + D_{aw} (\text{sat}_{u_0}(y_c) - y_c) \\
u = \text{sat}_{u_0}(y_c), \quad u_c = y_p
\end{align*}
\]

where \( x_{aw} \in \mathbb{R}^{n_{aw}} \) is the anti-windup state, \( u_{aw} = \text{sat}_{u_0}(y_c) - y_c \) is the anti-windup input and \( (v_x, v_y) \in \mathbb{R}^{n_{aw} + m} \) is the anti-windup output. The goal of DLAW design consists of selecting suitable matrices \( A_{aw}, B_{aw}, C_{aw}, D_{aw} \) in (7) so that the so-called anti-windup closed-loop system (1), (2), (7) satisfies desirable stability and performance properties. Representative algorithms solving this problem with different guaranteed properties will be presented in Section 3 and are summarized in the next section.

---

\(^2\)To keep the discussion simple we will use here symmetric saturation levels, but all the approaches illustrated in this tutorial (conservatively) work as well with nonsymmetric saturations as long as \( u_0 \) is a lower bound on the two saturation levels.
Historically, DLAW belongs to the large family of anti-windup controllers summarized in the early survey [62], but the most recent literature, addressing the corresponding design problem from the point of view of guaranteed stability and performance properties is strongly coupled with the use of linear matrix inequalities (see, e.g., [9]). Perhaps the first important paper in this direction is [76], which addresses static anti-windup design, namely only $D_{aw}$ is to be designed in (7) and the remaining matrices are empty. At that time, the design procedure was based on global sector conditions on the saturation. Later works using global sector conditions and providing globally stabilizing results were given in [21, 39, 41, 43, 44, 108]. Since the use of LMIs, typically, can only show exponential stability of the arising closed-loop, by the intrinsic limitations highlighted in Section 2.3, these results were only applicable to control systems with exponentially stable plants. Later work, using generalized sector conditions for the saturation (this condition allows for regional stability estimates) led to algorithms applicable also with non exponentially stable plants [8, 33, 56, 86, 95, 100, 112]. Discrete-time counterparts have been reported in [34, 51, 70, 93].

MRAW follows a completely different paradigm to anti-windup design and is based on selecting the anti-windup compensator in Fig. 1 as a dynamical system incorporating a model of the plant transfer function from $u$ to $y_p$. In particular, the compensator is selected as follows:

$$
\begin{align*}
\dot{x}_{aw} &= A_p x_{aw} + B_{pu} (y_c - v_y - \text{sat}_{pu} (y_c)) \\
v_x &= B_c (C_p x_{aw} + D_{pu} (y_c - v_y - \text{sat}_{vu} (y_c))) \\
u &= \text{sat}_{vu} (y_c), \quad u_c = y_p,
\end{align*}
$$

where the signal $v_y$ is purposely left unspecified because it corresponds to a degree of freedom to be exploited in the anti-windup design. The advantage of the model recovery anti-windup architecture stands in the fact that the anti-windup filter (8) keeps track (via $x_{aw}$) of the amount of plant state response that is missing in the saturated closed-loop due to the undesired effects of saturation. A different way of saying this is that regardless of what the selection of $v_y$ is, the closed-loop (1), (2), (8) is such that $x_p + x_{aw}$ always coincides with the unconstrained plant state response (see Section 4.1) so that driving $x_{aw}$ to zero will force the plant state $x_p$ to recover the unconstrained response. This fact allows one to prove closed-loop stability and performance by way of a nice cascaded systems analysis and provides two useful advantages: (1) the controller (2) does not need to be linear (the MRAW scheme is controller independent) and robust closed-loop properties hold under the assumption that it satisfies mild Lipschitz conditions; (2) the stabilizing signal $v_y$ could be selected nonlinearly, thereby allowing the design of nonlinear anti-windup laws, suitable for solving the trickiest anti-windup design problems within the intrinsic limitations of Section 2.3 (where nonlinear compensation is necessary to get global results).

The key ingredients of model recovery anti-windup designs were laid down in the companion papers [106, 107] (the approach has been called $L_2$ anti-windup for a long time). Later on, the architecture has been further illustrated for exponentially stable linear plants in [5, 118, 119]. Nontrivial extensions to exponentially unstable linear plants have been given in [26, 27, 104] while approaches guaranteeing global asymptotic stability for non exponentially stable nor exponentially unstable plants (those globally asymptotically but not globally exponentially stabilizable by bounded inputs) are given in [24, 120].

Discrete-time counterparts can be found in [45]. A further property of the MRAW structure is that it can be applied (in a nontrivial way) to nonlinear plants too. An example where this has been done is [74].

### 2.5. Anti-windup Algorithms Overview

The algorithms described in the following Sections 3 and 4 correspond to different alternatives to address and solve suitable anti-windup problems. Table 1 contains a summary of all the algorithms reported next, emphasizing for each one of them the following aspects:

- **Applicability**: characterizes what type of windup problems can be addressed with that algorithm, based on the properties of the plant to be controlled: ES stands for exponentially stable (namely $A_p$ Hurwitz), MS stands for marginally stable (namely all the eigenvalues of $A_p$ in the closed left half plane and only single eigenvalues on the imaginary axis), Any stands for any plant.
- **Architecture**: Characterizes whether the anti-windup architecture is Direct Linear (Section 3) or Model Recovery (Section 4).
- **Guarantees**: What type of guarantees are given on the closed-loop: these come either from theorems reported in this paper or from results in other references. The guarantees can be GES for global exponential stability, GAS for global asymptotic stability and RES for regional exponential stability, meaning that there is a guaranteed nontrivial basin of attraction. For Algorithm 9, there is no guarantee on the basin of attraction so, even though local exponential stability is trivially guaranteed, we report “None” in the table.
therefore to inject

In this section, system defined through (1), (2) and (7)
can be also written as follows:

\[
\begin{align*}
\dot{x}_p &= A_p x_p + B_{pu} \text{sat}(y_v) + B_{pw} w \\
\dot{y}_p &= C_p x_p + D_{pu} \text{sat}(y_v) + D_{pw} w \\
z &= C z_p + D_{za} y_p + D_{zw} w + v_x \\
\dot{x}_c &= A_c x_c + B_c y_p + B_{cu} w + v_x \\
y_c &= C_c x_c + D_c y_p + D_{cw} w + v_y \\
\dot{x}_{aw} &= A_{aw} x_{aw} + B_{aw} \left( \text{sat}(y_v) - y_c \right) \\
v_x &= \begin{bmatrix} I_{n_x} & 0 \end{bmatrix} \left( C_{aw} x_{aw} + D_{aw} \left( \text{sat}(y_v) - y_c \right) \right) \\
v_y &= \begin{bmatrix} 0 & I_{n_y} \end{bmatrix} \left( C_{aw} x_{aw} + D_{aw} \left( \text{sat}(y_v) - y_c \right) \right)
\end{align*}
\]

Remark 2: The presence of the implicit loop in the closed-loop system due to \( v_v \) can be removed by considering a simplified anti-windup controller: the anti-windup output is only injected in the dynamics of \( x_c \). In this case, the anti-windup output is such that \( v_x \in \mathbb{R}^{n_x} \). Another way consists in filtering the signal \( v_y \) and therefore to inject \( \hat{v}_y = F(s) v_y \). Thus, a low-pass filter \( F(s) \) can be used to avoid some chattering effects on the control signals as well as algebraic or implicit loops [7].

Two issues of interest with respect to system (9) are the stability \( (w = 0) \) and performance problems \( (w \neq 0) \). Hence, when \( w = 0 \), it is of interest to estimate the basin of attraction of system (9), denoted \( B_w \) which is defined as the set of all \( (x_p, x_c, x_{aw}) \in \mathbb{R}^{n_p} \times \mathbb{R}^{n_c} \times \mathbb{R}^{n_{aw}} \) such that for any \( (x_p(0), x_c(0), x_{aw}(0)) \) belonging to \( B_w \), the corresponding trajectory converges asymptotically to the origin. In particular, when global stability of the system is ensured the basin of attraction corresponds to the whole state space. However, more generally, the exact characterization, via systematic approaches, of the basin of attraction is not possible. In this case, it is important to be able to provide estimates of the basin of attraction. In this sense, regions of asymptotic stability can be used to estimate the basin of attraction [60]. On the other hand, in some practical applications one can be interested in ensuring the stability for a given set of admissible initial conditions. This set can be seen as a practical operating region for the system, or a region where the states of the system may be driven to by the action of temporary disturbances.

In the case where \( w = 0 \), one of the problems of interest with respect to the closed-loop system (9), modified by the addition of the two static anti-windup loops \( v_x \) and \( v_y \), consists of computing the anti-windup gains in order to enlarge the basin of attraction of the resulting closed-loop system. In the case where \( w \neq 0 \), the problem of interest is to ensure a certain level of performance which can be measured, for example, by the finite \( L_2 \) gain from the exogenous input \( w \) to the performance output \( z \). For this, the disturbance vector \( w \) is assumed to be limited in energy, that is, \( w \in L_2 \) and for some scalar \( \delta \), \( 0 \leq \frac{1}{\delta} < \infty \), it follows that:

\[
\|w\|_2^2 = \int_0^\infty w'(t)w(t)dt \leq \frac{1}{\delta}
\]
In this case, the problem can then be summarized as follows.

**Problem 1:** Determine the anti-windup matrices $A_{aw}, B_{aw}, C_{aw}$ and $D_{aw}$ and a region of asymptotic stability, denoted $E_0$, as large as possible, such that

1. The closed-loop system (9) with $w = 0$ is asymptotically stable for any initial condition belonging to the set $E_0$.
2. The map from $w$ to $z$ is finite $L_2$ gain stable with gain $\gamma > 0$.

The implicit objective in the first item of Problem 1 is to optimize the size of the basin of attraction for the closed-loop system (9) (with $w = 0$) over the choice of matrices $A_{aw}, B_{aw}, C_{aw}$ and $D_{aw}$. This can be accomplished indirectly by searching for an anti-windup compensator defined from $A_{aw}, B_{aw}, C_{aw}$ and $D_{aw}$ that leads to a region of stability for the closed-loop system as large as possible. Considering quadratic Lyapunov functions and ellipsoidal regions of stability, the maximization of the region of stability can be accomplished by using some well-known size optimization criteria for ellipsoidal sets, such as: minor axis maximization, volume maximization, or even the maximization of the ellipsoid in certain given directions. On the other hand, when the open-loop system is asymptotically stable, it can be possible to search for the controller matrices in order to guarantee the global asymptotic stability of the origin of the closed-loop system.

**Remark 3:** Problem 1 can be studied in the context of a static anti-windup gain by considering $a_{aw} = 0, A_{aw} = 0, B_{aw} = 0, C_{aw} = 0$ and by computing the gain $D_{aw}$.

In next Subsections 3.2 and 3.3, some results to address Problem 1 will be presented in the case of full-order or low (or reduced) order anti-windup controller. At this stage, it is very important to underline that the notion of full-order anti-windup has different meanings depending on the authors in the literature. For example, in [38, 107, 113], the authors use full order to mean plant order (i.e., $n_{aw} = n_p$). In contrast, in [9], [96], the authors use full order to mean $n_{aw} = n_p + n_c$. Both cases will be discussed.

### 3.1. Preliminary Elements

All the results developed in the DLAW context are based upon the use of dead-zone nonlinearities and associated modified sector conditions. Indeed, it is important to underline that every system, which involves saturation-type nonlinearities, may be easily rewritten with dead-zone nonlinearities. Considering the saturation function $\text{sat}_w(y_c)$, the resulting dead-zone nonlinearity $\phi(y_c)$ is obtained from $\phi(y_c) = \text{sat}_w(y_c) - y_c$. Thus, by considering the extended state vector $x$ defined by

$$x = \begin{bmatrix} x_p \\ x_c \\ x_{aw} \end{bmatrix} \in \mathbb{R}^{n_p + n_c + n_{aw}}$$

the closed-loop system is described as follows:

$$\dot{x} = Ax + B_1\phi(y_c) + B_2w$$

$$y_c = C_1x + D_{11}\phi(y_c) + D_{12}w$$

$$z = C_2x + D_{21}\phi(y_c) + D_{22}w$$

where

$$A = \begin{bmatrix} A_w & B_{aw} \\ 0 & A_{aw} \end{bmatrix} ; B_1 = \begin{bmatrix} B_\phi + B_tD_{aw} \\ B_{aw} \end{bmatrix}$$

$$B_2 = \begin{bmatrix} B_2 \\ 0 \end{bmatrix} ; C_1 = [C_1 \ C_{11}C_{aw}]$$

$$D_{11} = D_1 + C_{11}D_{aw}$$

$$C_2 = [C_2 \ C_{21}C_{aw}] ; D_{21} = D_2 + C_{21}D_{aw}$$

with $A$ defined in Remark 1 and the following state-space matrices:

$$B_\phi = \begin{bmatrix} B_{pu}\Delta^{-1}[0 \ I_m] \\ B_cD_{pu}\Delta^{-1}[0 \ I_m] + [I_{n_c} \ 0] \end{bmatrix}$$

$$C_1 = [\Delta^{-1}D_cC_p \ \Delta^{-1}C_p]$$

$$C_{11} = [\Delta^{-1} \ 0 \ I_m] ; D_1 = \Delta^{-1}D_cD_{pu}$$

$$C_2 = [C_c + D_{2u}\Delta^{-1}D_cC_{pu}\Delta^{-1}C_c]$$

$$C_{21} = D_{2u}\Delta^{-1}[0 \ I_m]$$

$$D_2 = D_{2u}D_{pu}$$

$$B_2 = \begin{bmatrix} B_{pu}\Delta^{-1}(D_{eu} + D_cD_{pu}) + B_{eu} \\ B_cD_{pu}\Delta^{-1}(D_{eu} + D_cD_{pu}) + B_{eu} + B_cD_{pu} \end{bmatrix}$$

$$D_{12} = \Delta^{-1}(D_{eu} + D_cD_{pu})$$

$$D_{22} = D_{2u}\Delta^{-1}(D_{eu} + D_cD_{pu})$$

(14)

The results developed in the sequel rest on a recent characterization of the dead-zone nonlinearity using some local sector conditions. Hence, in this context, let us define the following polyhedral set:

$$S(u_0) = \{y_c \in \mathbb{R}^n, \omega \in \mathbb{R}^n; -u_0 \leq y_c - \omega \leq u_0 \}$$

(15)
Lemma 1: [99] If \( y_c \) and \( \omega \) are elements of \( S(u_0) \) then the nonlinearity \( \phi(y_c) \) satisfies the following inequality:

\[
\phi(y_c)^T S^{-1}(\phi(y_c) + \omega) \leq 0
\]

(16)

for any diagonal positive definite matrix \( S \in \mathbb{R}^{m \times m} \).

Remark 4: Particular formulations of Lemma 1 can be found in [33] (concerning the case of systems with a single saturation function) and in [83, 100] (concerning systems presenting both magnitude and dynamics restricted actuators). Moreover, it should be pointed out that \( \omega = \Lambda y_c \), where \( \Lambda \) is a diagonal matrix such that \( 0 < \Lambda \leq I_m \) (see for instance [52, 60]), is a particular case of the generic formulation (16). A key advantage of condition (16) is that, contrary to the classical case with \( \omega = \Lambda y_c \), it allows the formulation of conditions directly in LMI form. Moreover, Lemma 1 caters easily for nested saturations.

Remark 5: Particular formulations of Lemma 1 can be stated by considering

\[
S_c(u_0) = \{ \omega \in \mathbb{R}^m; -u_0 \leq \omega \leq u_0 \}
\]

(17)

\[-\phi(y_c)^T S^{-1}(\text{sat}_{u_0}(y_c) + \omega) \geq 0
\]

(18)

instead of (15) and (16), respectively. Such a formulation is used in [55] and [56] and gives simplified conditions in the case when \( y_c \) depends on \( \phi(y_c) \) leading to implicit function and nested conditions.

Lemma 1, as written, is rather dedicated to the regional case, but it can be considered in a global context. For this, it suffices to consider \( \omega = y_c \) and therefore the set \( S(u_0) \) is the state space. Hence, the sector condition (16) is globally satisfied. Note, however, that the global stability of the closed-loop system subject to such a nonlinearity will be obtained only if some assumptions on the stability of the open-loop system are verified.

3.2. DLAW Schemes With Global Guarantees

Solutions to the anti-windup problem in the global case are typically of somewhat lower complexity than the local anti-windup problem because global solutions do not require some sort of description of the saturated system's region of attraction. For stable linear plants (i.e., \( \Re \lambda_i(A_p) < 0, \forall i \)) it is possible to develop anti-windup compensators which go beyond local guarantees and provide stability for all \( x \in \mathbb{R}^{n_p+n_u+n_v} \). This simplifies the anti-windup problem somewhat as now a description of the region of attraction is not required, as it is the whole state-space.

Before presenting some conditions to design DLAW schemes with global guarantees, let us provide a quick overview regarding this global context. Although in principle the design of anti-windup compensators for stable linear systems subject to input saturation could be achieved using absolute stability tools such as the Circle and Popov criteria [60], these were most useful for single-loop systems and analysis. Design was somewhat harder until LMI's began to emerge, although useful classical tools are reported in [58, 114]. One of the first applications of LMI's to the anti-windup synthesis problem was given by [69] which considered the anti-windup synthesis problem as an application of absolute stability theory involving common Lyapunov functions. [69] followed [62] by considering only static anti-windup compensators, viz \( A_{aw}, B_{aw}, C_{aw} \) were all matrices of zero row and/or column dimension and only \( D_{aw} \) was sought. Similar ideas to the above were also exploited in [85] where the observer-based structure of anti-windup compensators was used (i.e. again the anti-windup compensator was static). Even if the papers [69] and [85] were important steps in anti-windup design and they both used the LMI framework as part of the anti-windup synthesis procedure, the design methods were not wholly LMI-based as the inequalities were really bilinear matrix inequalities which were linearized by fixing one of the free variables. The late part of the 20th and early part of the 21st century saw the development of two anti-windup synthesis methods which were wholly LMI-based. In [76], a method continues the static anti-windup theme but effectively uses the Circle Criterion with an \( L_2 \) gain constraint to devise a purely LMI based synthesis method. The work in [76] is similar to that in [90] where a small gain approach is used to synthesize an anti-windup compensator. The results in [90] in terms of bilinear matrix inequalities which transpire to be linear in the special cases of single-input-single-output systems and also when the static multiplier is fixed. However the advantage of the results of [90] is that they can be applied to unstable systems, although no estimate of the region of attraction is provided. A similar result was reported in [108] except that the results were improved in two ways. First, provision for low order anti-windup synthesis was made, which significantly enlarges the class of compensators which can be designed and also allows compensators with superior performance (in terms of their \( L_2 \) gains) to be obtained. Second, [108] proposed a performance map which allowed deviation from linear performance to be minimized explicitly via LMI's. Moreover, in [40] and [38] conditions were given which allowed a general \( n_{aw} \)th order anti-windup compensator to be...
constructed using “almost” LMI conditions. In the general case these were non-convex but under certain conditions could be relaxed to be linear.

Let us first suppose that the anti-windup compensator is given (that is matrices \(A_{aw}, B_{aw}, C_{aw}, D_{aw}\) are known) and let us denote \(n = n_p + n_c + n_{aw}\). The following general result can be stated by using the framework developed in [7] (see also [38]).

**Theorem 1:** If there exist a symmetric positive definite matrix \(Q \in \mathbb{R}^{n \times n}\), a diagonal matrix \(S \in \mathbb{R}^{n \times n}\), a positive positive scalar \(\gamma\) such that the following conditions hold:

\[
\begin{bmatrix}
\text{He}[AQ] & B_1 S - QC_1' & B_2 & QC_2' \\
* & \text{He}[-S - D_{11} S] & -D_{12} & SD_{21}' \\
* & * & -I & D_{22}' \\
* & * & * & -\gamma I
\end{bmatrix} < 0
\]

(19)

then,

1. when \(w = 0, w(t) = 0, \forall t > t_1 \geq 0\), the nonlinear closed-loop system (12) remains stable for all initial conditions \(x(0) \in \mathbb{R}^p\).
2. When \(w \neq 0\),
   - the closed-loop trajectories remain bounded for any \(w(t) \in \mathcal{L}_2\) and any initial conditions;
   - the map from \(w\) to \(z\) is finite \(\mathcal{L}_2\) gain stable with:

\[
\int_0^T z(t)'z(t) dt \leq \gamma \int_0^T w(t)'w(t) dt + \gamma x(0) Q^{-1} x(0), \forall T \geq 0
\]

(20)

Let us now focus on the synthesis issue as stated in Problem 1. Then, the analysis variable \(Q\) which is introduced in Theorem 1 and the matrices \(A_{aw}, B_{aw}, C_{aw}, D_{aw}\) of the anti-windup compensator have to be optimized simultaneously. As a result, the inequality (19) which is a priori a BMI, is no longer convex. However, in the full-order case (i.e. \(n_{aw} = n_p + n_c\)), some particular structures can be exploited to derive a convex characterization.

**Theorem 2:** There exists an anti-windup controller \((A_{aw}, B_{aw}, C_{aw}, D_{aw})\) such that the conditions of Theorem 1 are satisfied if there exist two symmetric positive definite matrices \(X \in \mathbb{R}^{(n_p + n_c) \times (n_p + n_c)}\), \(Y \in \mathbb{R}^{(n_p + n_c) \times (n_p + n_c)}\), a positive positive scalar \(\gamma\) such that the following conditions hold:

\[
\begin{bmatrix}
A_{aw}' X + X A_{aw} & X B_{2} & C_{2}' \\
* & -I & D_{22}' \\
* & * & -\gamma I
\end{bmatrix} < 0
\]

(21)

where \(Y_1 \in \mathbb{R}^{n_p \times n_p}\) is the block (1,1) of \(Y\).

Let us underline that the notion of full-order anti-windup has different meaning depending on the authors in the literature. For example, in [42, 113, 55], the authors use full order to mean plant order (i.e., \(n_{aw} = n_p\)). To the contrary, in [6] or in the current paper, the full order means \(n_{aw} = n_p + n_c\). In [38], a theorem involving two relations similar to (21) and (22) together with a rank condition is provided. This result is an existence condition, which is in general difficult to satisfy due to the nonconvex rank constraint. Such a result is indeed similar to the LMI \(H_\infty\) synthesis problem which is generally a number of LMI’s coupled with a rank constraint [20]. However, it transpires that, for the special cases of \(n_{aw} = 0\) and \(n_{aw} \geq n_p\), that the rank constraint vanishes leaving simply a set of linear matrix inequalities. Although the above theorem is an existence condition, an anti-windup compensator yielding the \(L_2\) gain \(\gamma > 0\) can then be constructed by solving a further LMI [38]. Furthermore, mirroring techniques used in low order robust controller design, a trace minimization can be performed to “remove” the rank constraint as advocated in [21]. Although this procedure is not guaranteed to work, experience in other areas of the control field has shown this to sometimes be successful.

### 3.3. DLAW Schemes With Regional Guarantees

Relatively few papers were dedicated to anti-windup strategy for exponentially unstable systems, that is in a regional or local context, until around 2000. The majority of those papers presented algorithms for computing anti-windup compensators, but without any guarantees about stability: see, for example [115] and [106]. However, a key element in the local case is the ability to guarantee the stability and therefore to characterize the region of stability for the closed-loop system (9). One of the first paper addressing clearly the local case with a guarantee of stability was Teel’s paper [104]. In [104], an algorithm, which requires measurement of the exponentially unstable modes, was proposed. The results provided an anti-windup compensator extending those presented in [106] by removing some restrictions on the transient behavior of the unsaturated feedback loop. In [104], the
conditions were not however in an LMI form. Indeed, one of the first applications of LMI's to the anti-windup synthesis problem in the local was given in [32, 33] by considering only static anti-windup loop \((A_{aw}, B_{aw}, C_{aw})\) were all matrices of zero row and/or column dimension and only \(D_{aw}\) was sought). [33] followed in particular the papers [12, 37] in which the conditions proposed are not into LMI form but in BMI (bilinear matrix inequalities) form due mainly to the way chosen to model the saturation terms based on Linear Differential Inclusions or classical sector conditions.

Furthermore, in [112], an extension of [38] was proposed allowing the computation of dynamic anti-windup compensators. Nevertheless, contrary to [33], the region in which the stability of the closed-system is guaranteed is not clearly described. Recently, several papers dealing with performance, like \(L_2\) performance, have been published mainly in the context of dynamic anti-windup compensator design: see, for example, [95] in which the first six chapters are dedicated to anti-windup strategies and their applications. See also [55, 56, 6].

Regarding the regional context, the following general result can be stated, by using the same framework as in Theorem 1.

**Theorem 3:** If there exist a symmetric positive definite matrix \(Q \in \mathbb{R}^{n \times n}\), a matrix \(Z \in \mathbb{R}^{m \times n}\), a positive diagonal matrix \(S \in \mathbb{R}^{m \times m}\), a positive scalar \(\gamma\) such that the following conditions hold:

\[
\begin{bmatrix}
\text{He}[AQ] & B_1 S - Q C_1' - Z' & B_2 & QC_2'

\text{He}[-S - D_{11} S] & -D_{12} & SD'_{21} & -\gamma I \\
* & * & * & -\gamma I \\
Q & \delta u_{0(i)} & * & * \\
* & \delta u_{0(i)} & * & * \\
\end{bmatrix} < 0
\]

(24)

then,

\[
\begin{align}
(1) \text{ when } w = 0, w(t) = 0, \forall t > t_1 \geq 0, \text{ the nonlinear closed-loop system } \{12\} \text{ remains stable for all} \\
\text{initial conditions } x(0) \in \mathcal{E}(Q, \delta) = \{x \in \mathbb{R}^q; x' Q^{-1} x \leq \delta^{-1}\}. \\
(2) \text{ When } w \neq 0, \text{ for } x(0) = 0,
\end{align}
\]

- the closed-loop trajectories remain bounded in the set \(\mathcal{E}(Q, \delta)\);
- the map from \(w\) to \(z\) is finite \(L_2\) gain stable with:

\[
\int_0^T z(t)'z(t) \, dt \leq \gamma \int_0^T w(t)'w(t) \, dt, \forall T \geq 0
\]

(26)

**Remark 6:** In the case of a non-null initial condition \(x(0)\), a positive scalar \(\beta\) has to be considered in order to ensure that the closed-loop trajectories remain bounded in \(\mathcal{E}(Q, \beta^{-1} + \delta), \forall x(0) \in \mathcal{E}(Q, \beta^{-1})\). Hence, \(\mathcal{E}(Q, \beta^{-1})\) will be seen as a set of admissible initial conditions. From this, there clearly appears a trade-off between the size of the set of admissible conditions (given basically by \(\beta\)), the size of the region of stability (depending on \(\beta^{-1} + \delta\)) and the bound on the admissible disturbance (given by \(\delta\)). Furthermore, the finite \(L_2\)-gain from \(w\) to \(z\) will present a bias term and will read:

\[
\|z\|^2 \leq \gamma \|w\|^2 + \gamma x(0)' Q^{-1} x(0) \leq \gamma (\|w\|^2 + \beta).
\]

A detailed discussion about this issue can be found in [13], where the stabilization via state feedback of systems presenting actuator saturation is considered.

Similarly to the global context, we can derive a convex characterization in order to design the anti-windup compensator satisfying Theorem 3.

**Theorem 4:** There exists an anti-windup controller \((A_{aw}, B_{aw}, C_{aw}, D_{aw})\) such that the conditions of Theorem 3 are satisfied if there exist two symmetric positive definite matrices \(X \in \mathbb{R}^{(n_y + n_u) \times (n_y + n_u)}\), \(Y \in \mathbb{R}^{(n_y + n_u) \times (n_y + n_u)}\), a matrix \(Z_1 \in \mathbb{R}^{m \times (n_y + n_u)}\), a matrix \(U \in \mathbb{R}^{m \times (n_y + n_u)}\), a positive scalar \(\gamma\) such that the following conditions hold:

\[
\begin{bmatrix}
A' X + X A & X B_2 & C_2 \\
* & -I & D'_{22} \\
* & * & -\gamma I
\end{bmatrix} < 0
\]

(27)

\[
\begin{bmatrix}
\text{He}[A_{pw} Y_1 - B_{pw} Z_1 \begin{bmatrix} I_{n_p} \\ 0 \end{bmatrix}] \\
* & -I \\
\end{bmatrix} < 0
\]

(28)

\[
\begin{bmatrix}
X & * & * \\
I & Y & * \\
U_{(i)} & Z_{(i)} & \delta u_{0(i)}^2 \\
\end{bmatrix} \geq 0, i = 1, ..., m
\]

(29)

with \(Y_1 \in \mathbb{R}^{m \times n_y}\) is the block \((1, 1)\) of \(Y\).

**Remark 7:** In order to optimize the size of the stability domain \(\mathcal{E}(Q, \delta)\), the performance constraint can be relaxed by setting \(\gamma = \infty\). In that case, inequality (24) is modified by removing the two last lines and columns, and therefore the LMI constraints (27) and (28) become respectively:
\[ A'X + XA < 0 \]  
\[ \text{He} \left[ A_p Y_1 - B_{pu} Z_1 \begin{bmatrix} I_p \\ 0 \end{bmatrix} \right] < 0 \]

**Remark 8:** If the open-loop matrix \( A_p \) is Hurwitz, the global asymptotic stabilization problem can be addressed by considering \( U = 0 \) and \( Z_1 = 0 \) in Theorem 4 leading to Theorem 2.

**Remark 9:** Conditions of Theorem 3 (and Theorem 1) imply the satisfaction \( QA' + AQ < 0 \). This guarantees the asymptotic stability of the matrix \( A_{aw} \) of the anti-windup compensator, contrarily to the approach pursued in [28]. Moreover, in the spirit of [86], it would also be possible to modify conditions of Theorem 1, 2, 3 or 4 in order to constrain only the poles of the anti-windup controller and not the whole closed-loop plant dynamics.

### 3.4. Algorithms

Based on Theorems 2 and 4, several algorithms are now developed in order to compute full and fixed-order anti-windup compensators. Moreover, several LMI-based optimization problems can be proposed to compute the anti-windup controller in order to optimize one of the following criteria: maximization of the \( L_2 \) bound on the admissible disturbances (disturbance tolerance maximization which corresponds to minimize \( \delta \)); the minimization of the induced \( L_2 \)-gain between the disturbance \( w \) and the regulated output \( z \) (disturbance rejection maximization which corresponds to minimize \( \gamma \) for a given \( \delta \)); or the maximization of the region where the asymptotic stability of the closed-loop system is ensured (maximization of the region of attraction).

Using Theorem 4, the existence of a full-order anti-windup compensator is easily checked by solving a finite set of LMIs. Then the matrix \( Q \) (from Theorem 3) is obtained as:

\[
Q = \begin{bmatrix} Y & I \\ N & 0 \end{bmatrix} \begin{bmatrix} I & X \\ 0 & M \end{bmatrix}^{-1} \text{ with } M'N = I - XY
\]

(32)

The synthesis variables \( A_{aw}, B_{aw}, C_{aw} \) and \( D_{aw} \) can finally be calculated as the solution of (24) which becomes convex as soon as \( Q \) is fixed. Moreover, using a change of variables \( \tilde{B}_{aw} = B_{aw} S, \tilde{D}_{aw} = D_{aw} S \), it can be observed that the matrices \( S \) and \( Z \) do not have to be fixed. This offers some additional degrees-of-freedom that can be used for example to add constraints on the controller matrix \( A_{aw} \) [84].

**Algorithm 1:** Full-order synthesis (Regional case)

**Step 1:** Given \( \delta \), minimize \( \gamma \) under the LMI constraints (27), (28), (29) with respect to the variables \( \gamma, X, Y, U \) and \( Z_1 \).

**Step 2:** Compute \( Q \) as the solution of (32).

**Step 3:** Fix \( Q \) in inequality (24) and solve the convex feasibility problem with respect to the variables \( A_{aw}, B_{aw}, C_{aw} \) and \( D_{aw} \).

*In the global context (Theorem 2), the previous algorithm is simplified as follows.*

**Algorithm 2:** Full-order synthesis (Global case)

**Step 1:** Minimize \( \gamma \) under the LMI constraints (21), (22), (23) with respect to the variables \( \gamma, X, Y \).

**Step 2:** Compute \( Q \) as the solution of (32).

**Step 3:** Fix \( Q \) in inequality (19) and solve the convex feasibility problem with respect to the variables \( A_{aw}, B_{aw}, C_{aw} \) and \( D_{aw} \).

*As a preliminary step to Algorithm 1, it is interesting to compute the largest admissible stability region without a performance constraint. Note that, when the open-loop matrix \( A_p \) is asymptotically stable, if the conditions shown in Theorem 1 or Theorem 2 are feasible then the region of stability is the whole state space. Otherwise, the problem of maximizing the region of stability consists of maximizing the size of \( E(Q, \delta) \). Different linear optimization criteria \( J(\cdot) \), associated to the size of \( E(Q, \delta) \), can be considered, like the volume: \( J = -\log(\det(\delta^{-1}Q)) \), or the size of the minor axis: \( J = -\lambda \), with \( Q \geq \lambda I \). A given shape set \( \Xi_0 \in \mathbb{R}^n \) and a scaling factor \( \beta \), where \( \Xi_0 = C_{\{v_i \in \mathbb{R}^n; r = 1, \ldots, n_r\} \} \) can also be considered and the associated criterion may then be to maximize the scaling factor \( \beta \) such that \( \beta \Xi_0 \subset E(Q, \delta) \) [31, 54]. In particular it is interesting to address this problem in the plant space. For the sake of simplicity, in this case, we set \( \delta = 1 \). Using Remark 7, this can be done by changing Algorithm 1 as follows.*

**Algorithm 3:** Region of stability

**Step 1:** Choose a set of interesting directions \( v_i \in \mathbb{R}^{n_v}, i = 1, \ldots, q \). Define \( \tilde{v}_i = [v'_i, 0]^T \in \mathbb{R}^{n_v + n_u}, i = 1, \ldots, q \).

**Step 2:** Minimize \( \mu \) under the LMI constraints (30), (31), (29) and \( \mu - \bar{v}_i X \bar{v}_i \geq 0, i = 1, \ldots, q \), with respect to the variables \( \mu, X, Y, U \) and \( Z_1 \).

**Step 3:** Fix \( Q \) in the modified inequality (24) and solve the convex feasibility problem with respect to the variables \( A_{aw}, B_{aw}, C_{aw} \) and \( D_{aw} \).

*
A special case of interest resides in the case where the matrices $A_{aw}$ and $C_{aw}$ of the anti-windup compensator are a priori fixed. Indeed, the BMI constraint (24) of Theorem 3 is convex as soon as the matrices $A_{aw}$ and $C_{aw}$ of the anti-windup controller are fixed. This allows the order of anti-windup compensator to be reduced, and also simplifies the computational effort. Based on this remark, a simple algorithm can be derived.

Algorithm 4: Fixed-dynamics synthesis

Step 1: Choose appropriate $A_{aw}$ and $C_{aw}$.

Step 2: Minimize $\gamma$ under the LMI problem constraints (24) and (25) with respect to the variables $Q$, $S$, $Z$, $B_{aw}$, $D_{aw}$.

Step 3: Compute $B_{aw} = \tilde{B}_{aw} S^{-1}$ and $D_{aw} = \tilde{D}_{aw} S^{-1}$.

The main difficulty in the above algorithm resides in the first step, i.e., in choosing the matrices $A_{aw}$ and $C_{aw}$ adequately. However, according to the approach developed in [7] (see also [50, 108]) this choice may be carried out by considering the poles of the anti-windup controller. These poles can be chosen by selecting a part of those obtained in the full order design case. Typically, the slow and fast dynamics are eliminated. Alternatively, an iterative procedure starting from the static case can be used. The list of poles is then progressively enriched until the gap between the full and reduced order cases becomes small enough. Note then that the order of the controller is now given by $n_{aw} = n_1 + 2n_2$ ($n_1$ and $n_2$ corresponding respectively to real and complex poles). The two parameters $n_1$ and $n_2$ have to be chosen sufficiently small, so that $n_{aw} < n_p + n_c$. Exploiting a similar idea, the algorithm proposed in [59] is based on a different decomposition of the anti-windup controller using dyadic forms. Even if such forms are slightly more general, the associated algorithm requires the user to specify output pole directions which may not be trivial.

Static anti-windup compensators are easily computed as particular solutions of previous algorithms since relation (19) in the global case or relation (24) in the regional case are simplified and allow to obtain directly $\tilde{D}_{aw} = D_{aw} S$ [33, 101].

Remark 10: A nonlinear $\mathcal{L}_2$-induced performance level does not unfortunately provide a direct answer to the most standard anti-windup control problem which consists in minimizing the saturation effects for a restricted class of reference signals. The class of $\mathcal{L}_2$-bounded signals which is typically considered is indeed very large, while in practice, it is most often sufficient to consider step-like reference inputs with bounded magnitudes. To avoid the introduction of external inputs as well as the frequent occurrence of external inputs which often lead to more conservative synthesis conditions, both reference and perturbation signals ($w_r$ and $w_p$) can be generated by a stable autonomous linear system [7, 87].

3.5. Extensions

Several extensions can be considered: the presence of delays in the output; the presence of saturation in the output or still the presence of rate and magnitude saturation.

(1) Time-delay systems: Systems presenting time-delays have received special attention in the control systems literature: see for example [14, 46, 78, 84]. This interest naturally comes from the fact that time-delays appear in many kinds of control systems (e.g. chemical, mechanical and communication systems) and their presence can be source of performance degradation and instability. In this sense, the literature offers many works giving conditions for ensuring stability as well as performance and robustness requirements, considering or not the delay dependence.

Considering that many practical systems present both time-delays and saturating inputs, from the considerations above, it becomes important to study the stability issues regarding this kind of systems. With this aim, different techniques can be investigated: in particular the characterization of admissible regions of stability is often based on the use of Razumikhin or Lyapunov–Krasovskii functionals. In parallel, another popular technique consists of approximating the delay through a Padé approximation, which implies an increase in the order of the closed-loop system. It may be used in order to prove some robustness properties with respect to the presence of delays. Techniques based on Lyapunov functionals or Padé approximations can be used to analyze the stability and the performance of saturated systems.

In the anti-windup approach context, let us cite [80] and [117], where dynamic anti-windup strategies are considered for systems with input and output delays. It should be highlighted that the results in [80] can be applied only to open-loop stable systems and that in [117], the main focus is the formal definition and characterization of the $\mathcal{L}_2$ gain based anti-windup. Differently from [80, 117], in [36, 97, 98], the design of anti-windup gains was studied with the aim of enlarging the region of attraction of the closed-loop system. In [97] a method for computing anti-windup gains for systems presenting only input delays is proposed leading to BMI conditions. In contrast to [80], the proposed techniques can be applied to both stable and
unstable open-loop systems. Finally, in [28] the design of a non-rational dynamic anti-windup controller is done in order to guarantee both that the trajectories of the system are bounded and a certain \( L_2 \) performance level is achieved by the regulated outputs.

Some application oriented studies can be found in [116] in the context of open water channels and in [7] in the context of a fighter aircraft, where the delays are replaced by first-order Padé approximations.

(2) Sensor saturation: The study of systems subject to sensor saturation is less developed, with only a few papers devoted to this topic [11, 57, 61, 63, 67, 94]. Sensor saturation is normally found in applications where cost prohibits the use of sensors with adequate range, leading to sensor saturation for large reference/disturbance inputs. Alternatively sensor saturation can model the situation where only the sign of the output is known. In this case, the sign function can be modelled by a saturation function with a steep gradient.

A naive appraisal of the sensor saturation problem suggests that it is similar to the actuator saturation problem with the plant and the controller interchanged. In fact this is not the case [67, 94]; one of the crucial differences between the two problems resides in the availability of the “un-saturated” signal. In the actuator saturation case, knowledge of both the output produced by the linear controller and the saturated version of this (i.e. the signals either side of the saturation block) is generally assumed. In the sensor saturation case, it is not realistic to assume that the actual plant output is known; only the saturated version of this is known (otherwise there would be no problem!). This is problematic for the anti-windup approach, and hence an observer may be used to overcome this difficulty. If the study of systems subject to sensor saturation is under-developed, the study of anti-windup compensation for this class of systems is less developed still. To the best of the authors’ knowledge, the only literature discussing this problem is [91]; however there appears to be obtained by cascading the standard saturation function with an integrator and gain and enclosing this within a feedback loop. Such a representation of a rate-limit is attractive, even if one note of caution is the presence of the integrator: see [91] for example.

The merits of different ways to model actuator position and rate limits are discussed in [89]. Actuator rate-limits have recently attracted a lot of interest due to their role in pilot-induced-oscillations (PIOs) and the subsequent untimely demise of several aircraft due to rate-limited actuators - see [2, 10, 16, 83] for further details. In [22] and [25], a different model of rate saturation is proposed. An anti-windup scheme is developed in a similar way to that used when dealing with only magnitude saturation.

Moreover, in the context of rate or dynamics and magnitude limitations, both conditions in local and global cases can be derived to design static or dynamic anti-windup compensators. Non-constructive conditions are proposed in [4] to characterize a plant-order anti-windup controller. Constructive conditions to exhibit anti-windup schemes are proposed in [95] for magnitude and rate saturation, in [100] for magnitude and dynamics saturation. Some applications of such studies are given, for example, in [10, 72, 83, 105].

4. Model Recovery Anti-Windup Design Algorithms

4.1. Overview of the Architecture

As anticipated in Section 2.4 (see in particular equation (8)), model recovery anti-windup corresponds to selecting the anti-windup compensator in Fig. 1 as a dynamical filter containing a (possibly approximated) model of the plant dynamics. The aim of this filter is to keep track of what the closed-loop response would be in the absence of saturation. In particular, call \( y_{c,t} \) the controller output response that one would get without saturation and \( z_t \) the plant performance output obtained without saturation. Then, under the assumption of perfect knowledge of the plant model, inserting the filter (8) in the closed-loop corresponds to introducing in the closed-loop the following dynamics:

\[
\dot{x}_{av} = A_p x_{av} + B_{pu} (\text{sat}_{\theta y} (y_{c,t} + y_f) - y_{c,t})
\]

\[
z - z_t = C_z x_{av} + D_{zu} (\text{sat}_{\theta y} (y_{c,t} + y_f) - y_{c,t})
\]

which clarifies the relation between the anti-windup dynamics (whose state is \( x_{av} \)) and the performance
Based on the above discussion and on the result of equation (33), it becomes evident that the anti-windup goal of forcing as much as possible \( z \) to recovering the unconstrained response \( z_t \) amounts to the goal of driving to zero the anti-windup output \( z_{aw} := z - z_t \) in equation (33) as effectively as possible. In other words, the anti-windup goal is transformed into a bounded stabilization problem with an input matched disturbance \( y_{cf,t} \). Furthermore, the way the “disturbance” \( y_{cf,t} \) acts on this bounded stabilization problem is quite peculiar, indeed it shifts up and down the saturation levels of an equivalent time varying saturation nonlinearity affecting the stabilizing signal \( v_y \). Due to this reason, the MRAW architecture branches out into many different solutions different from each other depending on how the signal \( v_y \) is designed to guarantee that, eventually, the anti-windup compensator state \( x_{aw} \) converges to zero thereby causing the output \( z_{aw} = z - z_t \) to converge to zero and, consequently, the plant output \( z \) to converge to the desirable unconstrained performance output response \( z_t \).

Within this framework, the simplest anti-windup solutions that one can think of are solutions that focus on the nonlinear dynamics (33) in their linear regime. Namely, the saturation nonlinearity is disregarded and the anti-windup compensator (often called “mismatch”) dynamics become linear:

\[
\begin{align*}
\dot{x}_{aw} &= A_p x_{aw} + B_{pu} (\text{sat}_{lu}(y_c + v_1) - y_c) \\
v_2 &= C_p x_{aw} + D_{pu} (\text{sat}_{lu}(y_c + v_1) - y_c) \\
u &= \text{sat}_{lu}(y_c + v_1), \quad u_c = y_p + v_2,
\end{align*}
\]

(34)

where \( v_1 \) coincides with the signal \( v_y \) that we use here and \( v_2 \) is often also denoted as \( y_{aw} \) (for obvious reasons arising from its parallel definition to \( y \)). All the results here reported are equivalent to those found in the literature, however, stated with this different notation motivated by the fact that the discussion in this paper groups DLAW and MRAW schemes.

Remark 11: It should be emphasized that the notation adopted in this paper is inconsistent with some of the previous work on model recovery anti-windup (i.e., \( \mathcal{L}_2 \) anti-windup). We adopt this notation here for consistency with the DLAW architecture, however for clarification purposes, we should point out that often in the MRAW literature the controller dynamics (2) is given without the signals \( v_x \) and \( v_y \). Moreover, the MRAW compensator (8) is formulated as follows

\[
\begin{align*}
\dot{x}_{aw} &= A_p x_{aw} + B_{pu} (\text{sat}_{lu}(y_c + v_1) - y_c) \\
v_2 &= C_p x_{aw} + D_{pu} (\text{sat}_{lu}(y_c + v_1) - y_c) \\
u &= \text{sat}_{lu}(y_c + v_1), \quad u_c = y_p + v_2,
\end{align*}
\]

where \( v_1 \) coincides with the signal \( v_y \) that we use here and \( v_2 \) is often also denoted as \( y_{aw} \) (for obvious reasons arising from its parallel definition to \( y \)). All the results here reported are equivalent to those found in the literature, however, stated with this different notation motivated by the fact that the discussion in this paper groups DLAW and MRAW schemes.

---

3 See also [73], where extra intuition is given with respect to this property of unconstrained response recovery.
anti-windup compensator state $x_{aw}$ (and possibly of some extra available measurement from the closed-loop). This type of solution is certainly the most difficult to design and implement but is the most advanced scheme within this framework. Algorithm 11 and a number of techniques briefly commented in Section 4.5 and not included here due to space constraints, follow this last paradigm.

Note that the MRAW architecture is independent of the controller dynamics. By this fact, any stabilizing controller can be used within the MRAW scheme and closed-loop stability will be guaranteed by the scheme. However, extra mild assumptions on the controller dynamics are highly desirable because they are necessary for robustness. These properties are some suitable incremental stability properties (see [106, 118] for details) which allow to carry out a small gain type argument on the closed-loop in the presence of uncertainties.

Perhaps the most important drawback of the MRAW scheme as compared to the DLAW solutions is that the compensation scheme is of the same order of the plant, which is often too complicated. However, the robustness property commented above becomes a key fact when implementing MRAW in real-life problems where one would like to use a rough model of the plant dynamics. This fact is certainly possible within the scheme and typically allows for a strong reduction of the order of the arising anti-windup compensator (see, e.g., [79] for an application study where several anti-windup order reduction techniques were implemented in the discrete-time MRAW setting).

4.2. MRAW with Exponentially Stable Plants

With exponentially stable plants, the simplest possible compensation scheme is given by the so-called IMC-based anti-windup, which corresponds to blindly use the controller as if no saturation was in place and delivering to the plant (after trimming it by way of saturation) the same signal that the controller would have produced without any saturation. This scheme is described in [75] (see also [121] and was also discussed independently in [47] (where it was attributed to Irving). When seen in the context of MRAW, the IMC scheme simply amounts to selecting $v_y = 0$.

Algorithm 5: IMC-based MRAW for exponentially stable plants

**Step 1:** Select $v_y = 0$.

A more sophisticated, although still simple, strategy for selecting the compensation signal $v_y$ is given by the following Lyapunov-based procedure [106], where the degrees of freedom available in the design process can often lead to better performance, even though this should be tuned by means of trial and error approaches. We will consider here the case where the plant is asymptotically stable and then introduce in Section 4.3 a generalization of the algorithm that also applies to the case when the plant is stable, but not asymptotically (namely, it has single poles on the imaginary axis).

The following algorithm requires two parameters to be chosen before being applied. One of them is the positive definite matrix $Q$, which has an impact on the way the different states of the plant are weighted within the control action. The second one is the positive scalar factor $\rho$ which is proportional to the aggressiveness of the stabilizing action.

**Algorithm 6: Lyapunov-based MRAW for exponentially stable plants**

**Step 1:** Select a positive definite matrix $Q$ and a positive number $\rho$.

**Step 2:** Solve the following Lyapunov equation:

$$A_p'P + PA_p = -Q$$

in the unknown $P > 0$ (for example, use the MATLAB command $P = \text{lyap}(A_p',Q)$).

**Step 3:** Select the compensation signal $v_y$ as

$$v_y = K_v x_{aw} := -\rho B_p' P x_{aw}. \quad (36)$$

Despite its simplicity, in many cases Algorithm 6 is sufficiently good to induce highly desirable responses on the arising closed-loop system. In the multi-input multi-output case, the constant $\rho$ can be generalized to be a positive definite diagonal matrix, thus obtaining extra degrees of freedom in tuning the compensation signal $v_y$, where the different plant inputs would be weighted differently by the corresponding diagonal matrix gain.

We conclude this section by giving a further algorithm taken from [118], where the anti-windup gains are selected with the goal of guaranteeing closed-loop global exponential stability (by global sector conditions for the saturation function) while minimizing the LQ index:

$$J := \int_0^\infty (x_{aw}' Q P x_{aw} + v_y'R_P v_y)dt$$

where $Q_P$ and $R_P$ are suitable positive definite design parameters.
Algorithm 7: LQ-based MRAW for exponentially stable plants

**Step 1:** Select positive definite matrices $Q_P$ and $R_P$.

**Step 2:** Solve the following LMI:

$$\min \gamma \ s.t. \\
\begin{bmatrix}
Q_A' + A_P Q & B_P u + X_1' \\
U B_P + X_1 & X_2' + X_2 - 2U
\end{bmatrix} < 0,
\begin{bmatrix}
\gamma I & I \\
I & Q
\end{bmatrix} > 0,
\begin{bmatrix}
A_P Q + B_P X_1 & 0 & 0 \\
Q & -Q_p^{-1}/2 & 0 \\
X_1 & 0 & -R_p^{-1}/2
\end{bmatrix} < 0,$$

in the unknowns $Q > 0, X_1, X_2$ and $U > 0$ diagonal.

**Step 3:** Select the compensation signal $v_y$ as

$$v_y = K x_{aw} + L (\text{sat}_{\text{in}}(y_c + v_1) - y_c), \quad (37)$$

where $K = X_1 Q^{-1}$ and $L = X_2 U^{-1}$. 

* 4.3. MRAW with Nonexponentially Unstable Plants

When dealing with marginally unstable plants (namely plants without poles with positive real part but having poles on the imaginary axis), it has been pointed out in Section 2.3 that the anti-windup problem, as well as the bounded stabilization problem, becomes hard. This is because global exponential stability cannot be achieved and only global asymptotic stability has to be sought for. Therefore, nonlinear algorithms become necessary, at least when wanting to induce global properties. For regional properties, the class of systems addressed in this section is no different from the exponentially unstable plants addressed in the next section and the reader should refer to that section, treating the non-exponentially stable modes as if they were exponentially unstable.

Due to space limitations and to avoid overloading the notation, we will only report here an algorithm addressing the simple situation of a marginally stable plant (namely a plant with only single poles on the imaginary axis). For this type of plant, an algorithm generalizing Algorithm 6 of the previous section has been suggested in [106] and later clarified and streamlined in [120] where it was applied to an experimental system. This algorithm is especially useful for practical situations with integrating plants which belong to the class addressed here.

The algorithm depends on the selection of suitable matrices and constants $Q_s, \rho_0$ and $\rho$, which parallel the ones in Algorithm 6 except for the new one $\rho_0$. This $\rho_0$ is associated with the aggressiveness of the anti-windup action in the marginally stable direction with relation to it aggressiveness in the other directions.

Algorithm 8: Lyapunov-based MRAW for marginally stable plants

**Step 1:** Compute an invertible (real) matrix $T$ such that $T^{-1} A_p T = \begin{bmatrix} A_s & 0 \\ 0 & A_0 \end{bmatrix}$, where the eigenvalues of the $n_s \times n_s$ matrix $A_s$ all lie in the open left-half plane (i.e. $A_s$ is Hurwitz) and the eigenvalues of the $n_0 \times n_0$ matrix $A_0$ all lie on the imaginary axis (i.e. $A_0$ is marginally stable).

**Step 2:** Select a positive definite matrix $Q_s \in \mathbb{R}^{n_s \times n_s}$ and define the positive definite matrix $P_s$ to be the solution of the Lyapunov equation

$$A_p' P_s + P_s A_s = -Q_s.$$

**Step 3:** Select $\rho_0 > 0$ and set $P = (T^{-1})'$

$$\begin{bmatrix} P_s & 0 \\ 0 & \rho_0 I_{n_0} \end{bmatrix} T^{-1},$$

where $I_{n_0}$ denotes the $n_0 \times n_0$ identity matrix.

**Step 4:** Select $\rho > 0$ and the compensation signal $v_y$ as

$$v_y = K_r x_{aw} := -\rho B_p' P x_{aw}. \quad (38)$$

Fully nonlinear anti-windup algorithms inducing global asymptotic stability for marginally unstable plants are also hinted in [106] where two alternative solutions are suggested based on the scheduled Riccati ideas of [71] and on the nested saturations ideas in [102] and references therein.

More recent algorithms inducing global asymptotic stability for certain classes of systems have been proposed in [23], [24], [26] but are not reported here due to space constraints.

* 4.4. MRAW with Exponentially Unstable Plants

When dealing with exponentially unstable plants, the achievable region of attraction is necessarily bounded in the exponentially stable directions. Due to this fact, one can only rely on algorithms providing regional guarantees instead of global ones. Since saturation acts like an identity for small enough signals, the first trivial solution that we propose is based on simply designing $v_y$ as a linear LQR gain disregarding saturation. The arising scheme will still be good in a region which might be very small for particularly difficult examples. As compared to Algorithm 7, this
algorithm here does not provide any stability in the large guarantee (whereas Algorithm 7 provides globally stabilizing gains).

**Algorithm 9: LQ-based MRAW for exponentially unstable plants**

**Step 1:** Select positive definite matrices \( Q_P \) and \( R_P \).

**Step 2:** Select the compensation signal \( v_y \) as

\[
v_y = K_{lqr}x_{aw},
\]

where \( K_{lqr} \) is the optimal LQR gain for the plant (35) disregardig saturation (e.g., use the Matlab command \( \text{lqr}(Ap,Bpu,Qp,Rp,0) \)).

Often the saturation blind solution of Algorithm 9 is associated with stability regions that are too small. For all those cases, the following algorithm might be a suitable alternative. The algorithm, taken from [24] is based on the use of the generalized sector condition for the design of \( v_y \). Note that in this algorithm, first the stability region is maximized under a certain constraint on a desired performance level \( \gamma \). The larger \( \gamma \), the larger the stability region will be. Then, among all the compensator gains that induce that performance level in that region, the selected one is the one that maximizes the speed of convergence to zero.

**Algorithm 10: LMI-based MRAW for exponentially unstable plants**

**Step 1:** Choose a certain desired \( L_2 \) performance level \( \gamma \).

**Step 2:** Solve the following LMI optimization problem:

\[
\text{min } \eta \text{ s.t. } \begin{bmatrix}
A_pQ + B_{pu}Y & B_{pu} & 0 \\
0 & -\frac{1}{2} & 0 \\
C_pQ - D_{yu}Y & D_{yu} & -\frac{\gamma}{2}I \\
\eta Y_{(k)} & Y_{(k)} & Q
\end{bmatrix} < 0,
\]

\[
(\text{where } Y_{(k)} \text{ denotes the } k\text{-th row of } Y) \text{ in the unknowns } Q > 0, Y \text{ and } \eta. \text{ Minimizing } \eta \text{ corresponds to maximizing the arising stability region.}
\]

**Step 3:** Based on the solution \( Q, Y \) from the previous step, solve the following generalized eigenvalue problem:

\[
\text{min } \lambda \text{ s.t. } \begin{bmatrix}
A_pQ + B_{pu}Y & B_{pu} & 0 \\
0 & -\frac{1}{2} & 0 \\
C_pQ - D_{yu}Y & D_{yu} & -\frac{\gamma}{2}I \\
\hat{K}Q - Y - LB' & -L & -LD_{yu}^2 & \hat{L} - I
\end{bmatrix} < 0,
\]

**Step 4:** Select the compensation signal \( v_y \) as

\[
v_y = Ky_{aw} + L(sat_y(y_c + v_y) - y_c),
\]

where \( L = -(I - \hat{L})^{-1}\hat{L} \text{ and } K = (I - \hat{L})^{-1}\hat{K}. \)

Note that setting \( \hat{L} = 0 \) at step 3 of the previous algorithm, the anti-windup compensation is strictly proper and it is not necessary to implement and solve the nonlinear algebraic loop in (40).

We finally present an algorithm providing a fully nonlinear compensation scheme for the case when it is crucial to keep the exponentially unstable plant dynamics within a certain safety region (of course this is only possible if the disturbances do not push the plant state outside of the null controllability region). This algorithm is taken from [27] and is written here in a simplified form. For extensions and clarifications, the reader is referred to [27].

Note that this algorithm only works if one can directly measure the unstable states from the plant (denoted \( x_u \) below). Also, due to the extreme features required by the anti-windup compensation, the signal \( v_y \) has the authority of cancelling out completely the controller output \( y_c \) in the case when the plant trajectory is reaching the boundary of the (bounded) null controllability region.

**Algorithm 11: Nonlinear MRAW for exponentially unstable plants**

**Step 1:** Transform the anti-windup state space representation so that \( A_p = \begin{bmatrix} A_1 & A_{12} \\ 0 & A_u \end{bmatrix} \) and \( B_{pu} = \begin{bmatrix} B_1' & B'_u \end{bmatrix} \), where \( A_1 \) is Hurwitz.

**Step 2:** Solve the following LMI optimization problem in the variables \( G, Q = Q' > 0 \) and \( \gamma \) to obtain a state feedback stabilizer:

\[
\text{min } \gamma \text{ s.t. } \\
\begin{bmatrix} 1 & G(i) \\ G'_i & Q \end{bmatrix} \geq 0, \quad i = 1, \ldots, m, \\
\begin{bmatrix} \gamma I & I \\ I & Q \end{bmatrix} \geq 0, \\
QA'_i + A_uQ + G'B'_i + B_0G < 0,
\]

and select \( P = Q^{-1}, F_u := GP \).
Step 3: Fix a small $\epsilon \ll 1$ (e.g., $\epsilon = 0.05$) and define $P_c := P/(1-\epsilon)^2$ and the following functions:

$$\beta(x_u) = \min \left\{ 1, \max \left\{ 0, \frac{1-x_u^TPx_u}{1-(1-\epsilon)^2} \right\} \right\}$$

$$\Psi(x_u, x_u^*) = \frac{(x_u^*)'Pv + \sqrt{((x_u^*)'Pv)^2 + (v'Pv)w}}{w},$$

$$\Psi_c(x_u, x_u^*) = \frac{(x_u^*)'Pv + \sqrt{((x_u^*)'Pv)^2 + (v'Pv)w_e}}{w_e},$$

where $v = x_u - x_u^*$, $w = 1 - (x_u^*)'Px_u^*$ and $w_e = 1 - (x_u^*)'P_c x_u^*$.

Step 4: Select the following functions too:

$$\mathcal{P}(x_u) = \max \{1, \Psi_c(x_u, 0)\} x_u,$$

$$\mathcal{P}_u(x_u) = -(B_cB_u)'^{-1}B_c'^{-1}A_c x_u,$$

$$\gamma(x_u, x_u^*) = \Psi_c(x_u, x_u^*)F_u x_u + (1-\Psi_c(x_u, x_u^*))\mathcal{P}_u(x_u^*),$$

$$\alpha(x_u, \xi_u, \xi_c) = \gamma(x_u, \mathcal{P}(\xi_u)) + \beta(x_u)(y_c - \mathcal{P}_u(\xi_u)).$$

Step 5: Select the compensation signal $v_c$ as

$$v_c = \alpha(x_u, x_u - x_{aw,u}, \bar{y}_c) - \bar{y}_c,$$

where, according to the block separation at step 1, $x_u$ and $x_{aw,u}$ are the second block components of $x$ and $x_{aw}$, respectively, and $\bar{y}_c = C_c x_c + D_c u_c + D_{cw}w$ corresponds to the controller output before the addition of the anti-windup correction.

4.5. Extensions

(1) Boosting performance via switching and scheduling: Already in [119], the idea of switching among a family of linear gains selected to induce desirable properties in nested neighborhoods of the origin has been applied for the design of $v_c$. This type of strategy is advantageous as a matter of fact it allows to increase the aggressiveness of the stabilizer as the state gets closer and closer to the origin (namely to the zone where saturation acts mainly like an identity). The need for these types of nonlinear controller had been already pointed out in [103] more than a decade ago.

While switching among families of different controllers is desirable and induces extreme performance, scheduling algorithms have been also recently proposed in [23, 24, 26] where the controller is selected by relying on a convex combination of the LMIs in Algorithm 10, thus resulting in a fully nonlinear control law scheduled by a parameter which indicates how far the anti-windup compensator state is from the origin. This is probably the most advanced control law currently available for MRAW designs. It is not described here due to its technical complication.

(2) Dead-time plants: It has been proved in [117] that when the plant input is subject to a finite, known, delay, all the anti-windup solutions that do not require a direct measurement from the plant (therefore, all the algorithms given above except for Algorithm 11) can be still applied as long as the anti-windup compensator is driven by the excess of saturation before the plant delay. Indeed, by interconnecting the compensator in this way, the saturation compensation problem is fully decoupled from the dead time compensation problem which is assumed to be addressed directly by the unconstrained controller design.

(3) Rate and magnitude saturation: There are several papers illustrating how rate and magnitude saturation can be addressed by slightly modifying the architecture of the anti-windup scheme. Quite natural but non constructive solutions to the problem have been given in [3, 105]. More recently, in [18], which will be part of the tutorial session corresponding to this paper, a novel way of looking at this problem via MRAW architectures is illustrated. The advantage with this novel look at the problem is that it leads to constructive techniques to design anti-windup compensator gains with stability and performance guarantees. These were not available with the previous techniques cited above.

(4) Reduced order design: Perhaps the main negative aspect of the MRAW approach is that anti-windup compensation is always of the same order of the plant. Nevertheless, it is discussed in [106] (see also [5]) that the scheme is robust to variations of the plant parameters. Therefore it is reasonable to seek for simplified versions of the MRAW scheme where the anti-windup compensator dynamics are a reduced order model of the plant. This type of solution is possible to implement. Some discussions about reduced order implementation has been carried out in the discrete-time context in [79].

5. Conclusions

This paper has introduced and summarised two approaches to anti-windup design. The DLAW approach, a category into which most modern AW compensators belong, has been described and sample algorithms with which one may synthesise this type of compensator have been given. The second half of the
paper concentrates on the specific MRAW approach to anti-windup designs and several specific algorithms have been described. It is hoped that this paper will be of use to those just beginning their study of anti-windup, and will also act as a useful summary of some of the varying approaches to the design of anti-windup compensators.
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